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1 Introduction:


Current day operations of robotics in industry utilize a method of teach-repeat to achieve a desired motion of a given platform, typically involving a robotic arm.  While this method is effective for a range of tasks it lacks the ability to realize a fully autonomous action for certain applications.  An example of this would be in the precise placement of a robotic arm’s end effector when the initial orientation of a work piece is unknown.  Current work in the area of Camera Space Manipulation (CSM) allows for these locations and orientations to be determined on a case by case basis through the use of various cues in an image.  These visual references can then be used to determine the estimated “camera-space kinematics” of the arm and to drive the end effector to the desired location.  This allows for a more robust operation of robotic platforms by providing the robot the ability to conform to the constraints of various applications without the need for extensive reprogramming of poses to carry out a given action.  It allows for a case-by-case adaptation of the robot-joint rotations to the workpiece “as-located”.


In order to effectively realize the benefits of CSM, the use of cameras and lasers mounted on pan/tilt units (PTUs) is necessary.  Current research at the University of Notre Dame under Dr. Skaar in the area of CSM involves a complex hardware platform for obtaining images and controlling the pan/tilt locations for various devices.  Analog cameras are interfaced with a frame grabber card in a dedicated computer to convert images into the digital format necessary to be used by CSM software.  Commands for the control of PTUs are sent from the same computer through a serial interface to move the cameras and to locate a laser on a given surface location.  As a minimum of two cameras are needed for robot control in the 3-dimensional world the implementation of these techniques can be costly.  The extension of cameras beyond the platform's capabilities in order to improve accuracy would require an additional frame grabber card and further implementation, making scalability an issue.


The current setup is additionally restricted to a lab environment, with cameras fixed to the ceiling limiting their range of applications.  For outdoor use on a mobile platform this would not be sufficient.  It would also be unreliable and costly to station a dedicated computer with cameras, frame grabbers, etc. outside to achieve mobile operation.  The connection to the device has been hard wired as well, and the limitations of the current setup are restricting further development of CSM techniques.

2 Problem Description:


The first half the problem is not the functionality of current camera technology, but rather its reliance on outdated technology.  The features of the user-to-camera interface should not be extended until this has been rectified.  Updates will include moving away from a serial connection to the computer, which is not even available on many new PCs, to a USB connection.  Also, the camera will be updated from analog to digital, which allows for a more straightforward data transfer from the computer, and adds the option of digital zoom.  The final camera solution should additionally be made as small and inexpensive as possible so that it can be easily implemented.


In order to be effective, the laser pointer, and for some applications one or more cameras must be able to pan and tilt so that the laser spot or frame of vision can be adjusted to achieve convergence on a given location.  This technology is currently present on the camera itself, however many of the digital cameras that are workable on our current budget do not have this features, so a separate pan-tilt platform will likely have to be added.


The second stage of the problem is creating a way to operate the cameras remotely. This involves first and foremost removing the PC from the platform.  However, since the image processing and human interface will remain on a computer, the platform needs to have method relaying information back to a host computer through wireless communications.       

3 Proposed Solution:


After an initial assessment it was discovered that devices with similar control/imaging capabilities are already on the market, however many are costly, have proprietary software restricting full access of the device, and are limited by the number of devices available to interface with.  Our proposed solution for both a research environment to aid with the development of CSM techniques, as well as for implementation into the industrial sector where multiple devices would be deployed, is to develop an open source, integrated platform providing all of the necessary functionality for CSM as well as the ability to be controlled remotely through various interfaces.  This can be done by developing an image control board which would provide the end user with a single  input/output (I/O) connection that allows for both the acquisition of an image from the camera and full control of the location of the camera through the PTUs.  For the implementation of laser devices also used for CSM the same platform can be used, but with simplified functionality as image transfer is not necessary.  Remote access can further be provided by a separate controller that allows for multiple devices to be connected and routed through a common interface after the simplified I/O to the camera  has been established.  This would function much like the host PC currently does, but without the high cost and reliability issues that could arise in the field. 

4 Demonstrated Features:


We will start by developing a platform that connects both a digital camera and pan/tilt unit with a single control interface.  Through the use of a terminal program the platform should have the ability to take input commands for pan/tilt angles, as well as a command to take a picture, which would then return a digital file representation of the current image in the camera.  Achieving this would indicate a successful transformation of obsolete analog methods of image capture into the digital age and would ensure that the functionality of the existing CSM system remains unchanged.  Once a digital interface has been achieved to the devices they then could be attached to the existing computers to continue operation as done previously.  In addition to this a web enabled device could be used to replace the computer and act as a control platform for interfacing with the user through a remote connection.  Issues to consider will be the response time of the image transfer, as low delays will provide for more up to date information to be processed.  Additional power constraints will need to be considered in order to allow for an outdoor platform to operate remotely.  

5 Available Technologies


In order to properly implement our design there are several parts that will be needed. First we will need some way to transmit the data from the camera unit to a PC. Two options include using wireless b/g or a wireless USB connection. For the wireless b/g connection it would be feasible to use the MatchPort b/g chip from Lantronix which is able to take a serial input and broadcast via wireless b or g.  The chip also comes with software to set up a net based server. In addition to the data transmission device, a pan and tilt unit (PTU) would also be needed. We already have access to the current PTUs  residing in  Dr. Skaar's lab but also have found several online including the SPT100 which is around $20 without the servos. For the actual image capture device, such solutions include the 1/4 Color Camera C3088-3720IR, a CMOS camera module priced at $39.95 capable of sending a digital output which could then be directly connected to a cheap PIC microcontroller for image processing.

6 Engineering Content


In the implementation of this design, there are many factors that need to be considered.  A major part of our design, the board, will require the interfacing of the camera, pan/tilt, USB, microcontroller, and eventually wireless.  This aspect of the design will require determining both the nature of the connections and the information sent across them.  The integration of all of these components requires special attention to power management of each device.  Ideally when the device is connected directly to the host computer, it will be powered completely through the USB connections.  Once mobilized, the device will have to run off battery power.


On the user side, the host computer will have to contain a graphical user interface that will both process information obtained from the board as well as allow for off-site camera control.  Another concern for the design is moving from a wired setup to one that is wireless.  In particular, the wireless communication will most likely have to be modified to allow removing the hardwired serial and USB connections that need to be made to the host computer.  This will involve either setting up a personal area network (PAN) or connecting to an existing network using an IP-enabled microcontroller.  The entire design will be created bearing in mind the need for the final product to be user-friendly and easily modified and expanded.


The main testing for this design will be testing for functionality.  These tests will incorporate the hardware and software components as well as the communication between the two.  Given that the project is intended to be for research instead of a consumer product, likely additional robustness testing will not be needed aside from the performance under day-to-day conditions during design.

7 Conclusions


The final result of this project will yield a platform that both updates and expands the technology currently available to Dr. Skaar's research group.  With our system, multiple new cameras/laser pointers will require little effort to set up, whether they are wired to the PC or wirelessly deployed.  They will be easy to control as well as capture and process images from a variety of perspectives.  While this project will present considerable engineering challenges, it will still be able to be accomplished within the given time and budget constrains.    

